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Analysis of state-of-the-art of problems of numerical modeling and prediction of weld metal microstructure
in high-strength low-alloyed steels was performed. Modern approaches to computer modeling of weld
microstructure are analyzed from the viewpoint of prediction of weld metal microstructure and properties,
taking into account the influence of nonmetallic inclusions on them. General principles of the problem of
modeling the process of formation and evolution of nonmetallic inclusions in the weld metal are considered.
Thermodynamic approach to prediction of weld metal microstructure and its drawbacks are presented.
Features of modeling the process of metal solidification in the weld pool have been analyzed. Theoretical
models of dendrite growth by Ivantsov and KGT-theory are noted; limitations of analytical modeling are
described. Critical analysis of numerical models of dendrite solidification has been performed. A conclusion
was made that the most adequate and experimentally substantiated results of dendrite growth modeling,
allowing for nonmetallic inclusion influence, are to be expected from the method of cellular automation,
which should be modified allowing for the capabilities of analytical and numerical models. Such an approach
is based to computational simplicity and no need for determination of a number of physical constants for
real materials. 53 Ref., 3 Figures.
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The main objective in selection of welding tech-
nology and welding consumables is the ability to
influence weld metal microstructure formation
through selection of the welding process, vari-
ation of its parameters and weld metal composi-
tion [1, 2].

Process of formation of weld metal microstruc-
ture is of a pronounced hereditary nature. Sec-
ondary microstructure which ensures higher val-
ues of weld performance, inherits certain parame-
ters of primary structure, forming as a result of
epitaxial growth of dendrites.

Let us consider a schematic (Figure 1), which
generalizes modern trends in modeling weld met-
al structure formation [3, 4]. Modeling of the
process of formation of welded joint metal struc-
ture is divided into two main groups – macro-
and micromodeling.

Let us briefly consider currently available
models, describing the influence of each of these
factors on structure formation on microlevel.

Models of nonmetallic inclusion formation.
Inclusions form in welds as a result of interaction
of dissolved aluminium, titanium, silicon and
manganese with oxygen, nitrogen, carbon and
sulphur. Inclusions are characterized by the vol-

ume fraction, size, composition, morphology and
type of compounds on the surface that affects
further solid-phase transformation. For instance,
inclusions, containing a large amount of titanium
in the surface layer, promote formation of acicu-
lar ferrite [5, 6].

In work  [7] K.C. Hseih described the thermo-
dynamics of nonmetallic inclusion formation in the
temperature range from 2300 to 1800 K and showed
that both simple and complex oxides form at dif-
ferent temperatures. A similar approach was used
also in [8] by T. Koseki. The model describing the
kinetics of reaction of simultaneous formation of
oxides, according to which the oxide content, their
morphology and formation temperature change, de-
pending on the composition of molten weld metal,
is given in [9, 10].

These data allow for the features of non-
metallic inclusion formation, but do not in any
way take into account their influence, either on
solidification front movement in the weld pool,
or on the morphology and dimensions of weld
metal components.

Thermodynamic and kinetic models based on
phase diagrams. Such models are based on the
method of CALculation of PHAse Diagrams
(CALPHAD) [11]. CALPHAD technique allows
using an extensive base of accessible thermo-
chemical data (thermodynamic and phase equi-
librium data) to select model parameters and de-
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scribe Gibbs energy of individual crystallogra-
phic phases. Gibbs energy of each phase is de-
scribed by the respective thermodynamic model
and depends on physical and chemical properties
of the phase. These Gibbs energy functions, al-
lowing for composition and temperature depend-
ence, were derived by critical assessment of bi-
nary and ternary diagrams, and then were pre-
cised, using Thermo-Calc software [12]. The main
disadvantage of thermodynamic models is the im-
possibility of allowing for process kinetics that
is quite urgent in the case of weld solidification.

Kinetic models, based on diffusion-controlled
growth, can be integrated with thermodynamic
models to obtain valuable data on microstructu-
ral evolution [13]. They can be used to calculate
the influence of cooling rate on final weld mi-
crostructure.

Models of this type can be used only in the
case of availability of certain phase diagrams in
the data base. Construction of new diagrams re-
quires a large scope of experimental work. More-
over, these models cannot allow for the influence
of nonmetallic inclusions on formation of micros-
tructural components.

Modeling solid-phase transformations dur-
ing cooling. Final weld microstructure forms as
a result of solid-phase transformations at metal
cooling from solidus to room temperature.

The best known tools were developed by
A. Schaeffler and modified in the form of WRC-
1992-diagrams. In the following years new meth-
ods were developed. One of them [14] is based
on comparison of thermodynamic stability of fer-

rite and austenite and is comparable to WRC-
1992-diagrams in terms of accuracy, although it
can be applied to a broader alloy range. 40 %
more accurate results that those of WRC-1992-
diagrams are given by an approach based on neu-
ral network [15].

In the case of low-alloyed steels, weld micro-
structure can be predicted using Bhadeshia mod-
els, considered in [16]. They, however, do not
take into account the hereditary nature of for-
mation of final weld microstructure, as they con-
sider only austenite grain transformation. HAZ
metal structure can be modeled using Ashby
model [17], complementing the classical works
by N. Yurioka [18].

These models are capable of prediction of
quantitative ratio of phases in the weld metal
final structure, proceeding from the composition
and cooling rate of weld metal, but do not provide
any information on the influence of nonmetallic
inclusions on the process of its formation. In order
to exactly understand weld metal structure evo-
lution during cooling and determine the influence
of inclusions on primary solidification front
movement, it is necessary to consider weld pool
metal solidification as a process of liquid phase
transition into solid phase.

Metal solidification in the weld pool. Con-
ditions of metal solidification determine the
structure, homogeneity and strength of cast prod-
ucts as a whole. Knowledge of solidification proc-
esses in regular metal casting is directly related
to fusion welding processes, which can be re-
garded as «casting in miniature» [19].

Figure 1. Schematic of weld metal structure modeling
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Process of metal solidification in the weld pool
controls grain size and shape, weld defectiveness
(porosity and hot cracks). There is some similar-
ity between ingot crystallization and weld pool
solidification, but modeling melt solidification
in the weld zone is made more complicated by
such factors as [1]:

• dynamic nature of the welding process;
• indeterminateness of weld pool shape;
• epitaxial growth (crystal growth on the sub-

strate and, consequently, inheriting the substrate
crystallographic orientation);

• change of temperature gradient and rate in
different portions of weld pool.

At alloy solidification, two variants of solidi-
fication are possible depending on cooling rate,
which differ by the method of heat removal from
solidification surface [20]:

• unrestrained growth in overcooled melt; in
such a case equiaxed dendrites mostly form;

• directional solidification or growth in a lim-
ited space; in such a case, flat, columnar or den-
dritic structures mostly form (Figure 2).

In the weld pool solidification proceeds from
the already existing solid substrate and, there-
fore, formation of new nuclei is minor and neg-
ligible. Modifiers and dynamic methods, such as
melt mixing in the weld pool and welding arc
oscillations, are used to control nucleus growth.
To describe the influence of these factors, heat
and mass transfer models should be related to
probabilistic models, such as cell automation or
deterministic models with application of funda-
mental nucleation equations [9].

Microstructure formation during nucleus
growth is controlled by the processes on the solid
and liquid interface. Stability of this interface is
determined by thermal conditions and chemical
composition in the immediate vicinity of the in-
terface. Depending on these conditions, linear,
cellular (honeycomb) or dendritic crystal growth
can proceed. Crystal growth in the heat flow
direction is beneficial in terms of energy, that

should be taken into account at prediction of
weld metal microstructure [21].

As dendrite growth in the heat flow direction
is the main mechanism of solidification in steel
welding [20], it is rational to consider the models,
describing exactly this process and possibilities
of these models.

Dendrite growth simulation. Solidification
process modeling is important for understanding
phase transition phenomena that is why theoreti-
cal analysis and modeling of these processes have
attracted scientists’ attention for many decades.
Considerable progress has been achieved in theo-
retical analysis of dendrite growth, as shown in
the work by R. Trivedi and W. Kurz [22].

Most analytical models consider stationary
growth of an isolated dendrite in the assumption
that all the dendrites preserve the same shape.
In this case the dendrite tip is considered to be
a paraboloid of revolution [23].

At application of numerical methods to solve
the problem of diffusion around the dendrites or
a cellular dendrite tip, the assumption of a nee-
dle-like shape can be omitted, and it is also pos-
sible to take into account surface tension anisot-
ropy on the liquid and solid interface [24].

At application of modern modeling methods,
such as cell automation [25, 26] and phase fields
[27], solidification morphologies can be modeled
without any special assumptions of dendrite or
cell shape.

Let us consider this subject in greater detail.
Dendrite stability. In [28] T. Koseki, based

on theoretical analysis, showed that dendrites or
cells form during solidification in a broad range
of fusion welding conditions.

Dendrite structures form as a result of planar
interface instability during solidification. Ear-
lier, this phenomenon was explained by overcool-
ing theory of W.A. Tiller and co-authors [29]
and disturbance theory of W.W. Mullins and
R.F. Sekerka [30]. At alloy solidification in pla-
nar interface mode, the region of overcooled melt
ahead of this interface forms due to solute tran-

Figure 2. Possible solidification morphologies of weld metal [20]
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sition from the solid state into the liquid phase.
With increase of solute content, alloy melting
temperature drops. Thus, if a disturbance appears
on the solid and liquid interface, it can develop
into a dendrite, the tip of which repulses the
solute not only normal to solidification front,
but also to the sides. In this connection, over-
cooling becomes smaller, compared to overcool-
ing for planar interface. Theory of disturbances
yields the lower and upper thresholds for solidi-
fication rate:

vs
min = 

GD l

ΔT0
, (1)

vs
max = 

ΔT0Dl

kΓk
, (2)

where G is the temperature gradient in liquid on
the interface; Dl is the coefficient of diffusion of
the dissolved component in the melt; ΔT0 is the
equilibrium cooling range; k is the equilibrium
coefficient of solute distribution; Γk is the Gibbs—
Thomson coefficient.

For interstitial solutions such as alloys of Fe—C
system, at temperature gradient G = 2⋅104 °C/m
typical for welding, threshold values of solidifica-
tion rate can be calculated, proceeding from equa-
tions (1) and (2), being equal to vs

min = 10—5 and
vs

max = 20 m/s for steels. Thus, planar solidifica-
tion mode is possible in welding, if the solidification
rate is extremely low (of the order of μm/s), or
extremely high (of the order of m/s). In most
of the cases in practice, however, solidification
rate is in the range of vs

min — vs
max. Initial solidi-

fication zone, located on the surface of weld pool
contact with base metal, where solidification rate
starts from zero, is an exception. Upper threshold
of solidification rate is not achieved at regular
fusion welding, as at increase of welding speed
the weld pool takes the shape of a drop, and
maximum solidification rate becomes close to a
limited value, which is always smaller than the
welding speed.

The above theoretical analysis of stability of
planar solidification front shows that in welding
of steels, solidification proceeds in the weld pool
in the form of dendrites or cells. This emphasizes
the importance of investigation and modeling of
this kind of structures for understanding the
welding phenomena.

Analytical models. Ivantsov’s solution. The
first sequential solution of the problem of diffu-
sion around an isolated needle tip as that of crys-
tal growth in an overcooled melt was published
in [31] by G.P. Ivantsov. Isothermal surface

around the dendrite tip was presented as joint
paraboloid of revolution. Dendrite tip has the
shape of paraboloid of revolution, as this corre-
sponds to solid—liquid interface, which is consid-
ered to be isothermal. Analytical expression, con-
necting the radius of dendrite rounding-off Rt
and growth rate vt with dendrite tip temperature
Tt presented in [31], is given in the following
equation:

Tt — T∞ = 
ΔH
Cm

 Iv(Pet);

Iv(Pet) = Pet exp (Pet)Ei(Pet);   Pet = 
vtRt

2α
,

(3)

where T∞ is the melt temperature in the infinity;
ΔH is the melting enthalpy; Cm is the melt heat
capacity; Iv is the Ivantsov’s function; Pet is the
Peclet heat number; Ei is the integral exponential
function; α is the thermodiffusion coefficient.

Having applied the analogy between thermal
diffusion and solute diffusion, provided the den-
drite tip composition is constant, a similar ex-
pression can be derived for concentrational den-
drites:

Ct — C0 = Ct(1 — k)Iv(Pe);   Pe = 
vtRt

2Dl
,  (4)

where C0 is the nominal composition of binary
alloy; Pe is the Peclet concentration number.

For the specified temperature of the tip or its
composition, the model predicts only the value
of Peclet number or vtRt product. It means that
several variants of solution are possible for den-
drites with tip radius inversely proportional to
solidification rate.

In the case of limited directional solidification,
the dendrite tip temperature is controlled by sol-
ute diffusion. Assuming that the phase diagram
is linear, overcooling in the tip can be expressed
by the formula

ΔTt = —m(Ct — C0), (5)

where m is the inclination of liquidus line.
Substituting value Ct from equation (4) and

allowing for the following relationship for equi-
librium melting range ΔT0 = Tt — Ts = mC0 (1 —
— k)/k, overcooling at dendrite tip can be writ-
ten as

ΔTt = 
kΔT0Iv(Pe)

1 — (1 — k)Iv(Pe)
. (6)

If the solidification rate is determined by the
process (for instance, type of heat source in weld-
ing), several solutions are available to determine
overcooling at the dendrite tip. Thus, additional
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limitation is required to select a unique round-
ing-off radius of the dendrite from the multitude
of possible solutions, predicted by Ivantsov’s
model.

Taking into account the influence of inter-
phacial energy, equation (6) is modified into (7),
which connects Ivantsov’s model and stabilizing
capillarity effect:

ΔTt = 
kΔT0Iv(Pe)

1 — (1 — k)Iv(Pe)
 + 

2Γk

Rt
. (7)

As Ivantsov’s model is valid only for isother-
mal surfaces, and the capillarity effect is mani-
fested only along nonisothermal surface, modifi-
cations of this model are only approximate. More
detailed solutions for nonisothermal interfaces
were suggested in [32, 33]. Addition of the cap-
illarity term makes unstable only a very small
area of solutions, but it does not eliminate the
multiplicity of results predicted by Ivantsov’s
model. An additional limitation is required to allow
the system to select a unique value of dendrite tip
radius. As the ratio of rate and radii is of extreme
nature, it was proved that selection of dendrite tip
radius occurs at extreme value, which corresponds
to maximum growth rate at a given overcooling or
minimum overcooling at a given growth rate. It
should be noted that experimental results, given
in [34] by H.C. Huang and M.E. Glicksman, cast
doubt on this assumption.

KGT-theory. Authors of work [35] J.S. Lan-
ger and H. Muller-Krumbhaar suggested replac-
ing the maximum rate principle by form stability
criterion vtRt

2 = const. They found that massive
dendrites have an unstable tip, while those which
are too narrow and rapidly growing, are, as a
rule, slowed down, because of side branching in-
stability. At present this is the most popular cri-
terion of selection, called «limit stability». Pro-
ceeding from this concept, authors of [23, 36]
developed a theoretical model for directional so-
lidification, known as KGT-model. Assuming
that dendrite tip radius in the stationary state is
equal to critical wave length of unstable solid-
liquid interface (Rt = λs) and using Ivantsov’s
solution for transportation problem, equations
(8)—(11) were derived for the criterion of selec-
tion of dendrite tip parameters:

Avt
2 — Bvt + G = 0, (8)

A = 
Γk

4σ∗Pe2Dl
2
, (9)

B = 
kΔT0

1 — (1 — k)Iv(Pe)
 
ξ
Dl

, (10)

ξ = 1 — 
2k

⎛
⎜
⎝
1 + 

1

σ∗Pe2
⎞
⎟
⎠

0.5

 — 1 + 2k

, (11)

where σ* is the stability constant, which is de-
termined experimentally.

If we consider the critical wave length of un-
stable interface at dendrite tip λs, then for it to
correspond to planar interface, theoretical value
of σ* should be equal to 1/4π2 = 0.0253. Experi-
mental values for different binary systems, which
vary about value 0.02 [26], are in good agreement
with this value.

For the specified value of solidification rate
vt, Peclet number Pe can be found by numerical
solution of equation (8). Value of rounding-off
radius Rt is derived from the expression for Pe
(4). Using values Pe and Rt, overcooling at den-
drite tip and, therefore, temperature Tt can be
calculated from equation (7), and composition
at dendrite tip can be given by equation (4).
Thus, the data, provided by KGT-model, can be
used for comparison with predictions from other
models, including variants of direct modeling of
solidification.

KGT-model can be also used for calculation
of dendrite growth kinetics through cell auto-
mation and virtual grain models, developed for
direct modeling of grain structure formation in
castings [37] and in welding [38].

Analytical modeling limitations. Above-de-
scribed and similar [36] analytical models were
focused on isolated dendrites, which grow either
in overcooled melt, or in the melt with positive
temperature gradient in constrained conditions
of solidification. Problem of solidification with
a free interface is extremely complex, and above-
described models are just an approximation to
physical interpretation of the problem, in order
to obtain a stable analytical solution. Their limi-
tations consist in growth of dendrite bulk, in
which diffusion fields of adjacent dendrites in-
teract with each other. This is particularly evi-
dent in the impossibility of prediction of dendrite
trunk spacing [39]. In addition, the above-con-
sidered analytical models do not describe the in-
stability of dendrite tip, and, therefore, the de-
velopment of dendrite secondary branches.

Numerical models. McCartney and Hunt
models. Authors of work [24, 39] developed a
theoretical model of stable growth of cell or den-
drite bulk at positive temperature gradient using
finite element methods. They proceeded from the
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fact that the problem with free interface and
solid—liquid interface implies both phases being
in equilibrium, as well as fulfillment of an addi-
tional condition of equilibrium on solid—liquid
interface. This condition pertains to interface
temperature Ti and its composition Cl, and cur-
vature and kinetic mobility:

Ti = TM + m(Cl — C0) — Γkk — 
v
μν

, (12)

where v is the normal speed of interface move-
ment; μν is the kinetic coefficient.

This numerical model eliminates the needle
shape assumption. Moreover, diffusion of heat
and solute are considered simultaneously. Thus,
the model is capable of realistic predictions.

Derived numerical results point to a minimum
of tip overcooling, depending on the half-width
of an elementary cell. Form self-consistency can
be found only under certain growth conditions
[24], and only up to a certain maximum value
of half-width. Assuming that the growth proceeds
between minimum overcooling at the tip and
point of instability, numerical results are in
agreement with the respective experimental data.
Here, no self-consistent form exists above a cer-
tain growth rate that makes application of this
method impossible at transition from cellular to
dendritic morphology with well-developed side
branching, which cannot be modeled by this
method.

Analysis by Hunt and Lu, interdentritic spac-
ing and structure prediction. Using a modified
variant of the above numerical model, J.D. Hunt
and S.L. Lu [40] studied the mechanisms of spac-
ing adjustment in the growing bulk of cells or
dendrites. In order to make the analysis simpler
and faster, they eliminated solution of heat con-
ductivity equation. Instead, heat flow was de-
scribed by introducing a moving linear tempera-
ture field, which varies only in the axial direc-
tion. In addition, a very simple model was de-
veloped for several cells, which studies the inter-
actions of a central cell with six surrounding
cells. This model was the basis to propose a cri-
terion of selection of minimum distance to a stable
cell. One of the most important model results is
that it predicts a small range of distances to a
stable cell and a separate range for dendrites.

The above results are generalized in [41],
where numerical data in a dimensionless form
were provided with analytical expressions for de-
termination of concentratal overcooling and over-
cooling due to surface curvature («curvature un-
der cooling») on the interface both for cellular
solidification mechanism and for the dendritic

one. Formulas, given in this work, are in good
agreement with experiments and other models,
as they represent dependencies of primary den-
drite spacing, as well as overcooling at the tips
for cells and dendrites bulk, depending on solidi-
fication parameters (rate, temperature gradient
and material properties).

Spatial (direct) modeling methods. Direct
modeling methods imply modeling of the entire
dendrite structure or its significant part. For this
purpose the solid and liquid phase evolution
should be calculated in space and time. This can
be implemented by explicit tracing of the inter-
face, or implicitly, both in cell automation or in
phase field model, which are described below.

Cellular automation. Brown model. Over the
last two decades cellular automation was used
for modeling various phase transformations in
materials [42, 43]. This simulation method uses
a regular grid, which is divided into cells of equal
size, as a rule these are square in 2D and cubes
in 3D. Each cell is characterized by its state, for
instance, liquid phase, solid phase, phase 1,
phase 2, etc. A cell can also contain one or several
variables, for instance, values of temperature
and/or composition. Applying the transition
rules, a cell can change its state iteratively in
time («stepping»). Transition rules allow for the
state of the cell proper, its neighbours and their
variables. This is a very simple method to study
system evolutions in response to process parame-
ters and variables. Theoretical and practical im-
portance of application of cellular automation
model for simulation of solidification phenome-
non was considered in the works by S.G.R.
Brown and J.A. Spittle [42], and Ch.-A. Gandin
and M. Rappaz [37].

Illustration of application of cellurar automat-
ion modeling to simulate dendrite morphologies
and growth kinetics was presented in [25]. The
authors calculate unrestrained growth of non-
isothermal dendrites in overcooled melts for sin-
gle-component systems. The model includes rules
to allow for thermal diffusion, curvature impact
on equilibrium solidification temperature and la-
tent heat evolution. Predicted growth kinetics is
in good agreement with the known experimental
and theoretical results. However, as quantitative
physics of the process is practically not included
into the model, this model allows only a quali-
tative study of the factors determining dendrite
development in overcooled melts.

Sasikumar—Sreenivasan model. Work [26]
presents a 2D-model of dendrite growth in a sin-
gle-component system with elements of cell auto-
mation method, similar to S.G.R. Brown model
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described above, but expanded with finite ele-
ment method to solve heat conductivity equa-
tions. Thus, Sasikumar—Sreenivasan model is a
combination of physical and empirical ap-
proaches, i.e. moving force of dendrite growth is
calculated on the basis of realistic physical model,
whereas empirical rules, introduced into this
method, are used to allow for surface curvature,
growth anisotropy and noise. One cannot expect
that the model will yield quantitatively correct
results, but it can be used to study the tendencies
in dendrite morphology variation, depending on
material properties and process parameters.

In more recent studies this model was modified
to illustrate particle influence on dendrite morphol-
ogy [44] and for modeling in binary alloys [45].

Results of Galenko and Krivilev. This ap-
proach was used in [46—49] and showed adequate
results in modeling dendrite growth (Figure 3)
both at low rates of crystal growth (diffusion-
limited solidification), and for high-rate growth
(diffusion-limited and kinetically controlled so-
lidification). Moreover, work [46] gives a num-
ber of results for various alloys (Fe—C, Cu—Ni,
Ni—B, Ag—Cu).

Phase field method. Over the last years, the
popularity of phase field method has been rapidly
rising [27, 50, 51]. The method is based on fun-
damental physical principles from thermodynam-
ics and kinetics, and is widely applied for mod-
eling a wide range of phase transition problem.
The main principles of the method and its appli-
cation to solidification problem can be described
on the basis of [27], in which Steinbach model
[52] was adapted for phase transformations in
steels, in particular, for growth of dendrites with
peritectic reaction, grain growth and allotriomor-
phous formation of ferrite.

Phase field method rejects the paradigm of a
clear-cut interface, introducing parameter ϕ,
which points to the presence (ϕ = 1) or absence

(ϕ = 0) of a certain phase [27]. On the interface
parameter ϕ changes abruptly, but not continu-
ously in several points of the grid. Real position
of the interface is assumed to be in the point
where ϕ = 0.5. Physical values are order parame-
ter functions. Proceeding from minimizing system
free energy functional, evolution equations are
derived for various phases. In these equations
overcooling for each phase pair is included as
functions of solute local concentration. In the
considered model [27], concentration is treated
as an external filed, and diffusion equations are
reduced to ϕ. Thus, modeling of microstructural
evolution at phase transformations associated
with a set of non-linear differential equations for
phase ϕ and concentration fields has a numerical
solution.

As phase field models deal with numerical so-
lution of differential equations, they can be easily
configured both in 2D and in 3D [53]. Calcula-
tions, however, are very intensive.

Despite the fact that they should yield quan-
titative results, their application for modeling
the processes in currently available materials re-
quires knowledge of material physical properties,
which are difficult to determine. This method,
however, is becoming one of the most powerful
and promising in the field of modeling phase tran-
sitions in different systems.

In conclusion it should be noted that solidifica-
tion in the weld pool is the first stage of micro-
structure formation in fusion welding, which in-
fluences the final microstructure and, therefore,
mechanical and technological properties of the
weld. The main parameters governing this process
are alloy composition, solidification rate and tem-
perature gradient ahead of solidification front.

In order to allow for the influence of non-
metallic inclusions on the primary structure, and,
hence, on the secondary one, dendrite growth in
the weld pool during cooling should be modeled.

Figure 3. Result of modeling oriented dendrite growth in overcooled Fe—C melt [49]: a – concentration distribution
C/C0; b – temperature distribution T—T0
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Considerable success has been achieved in the
field of analytical modeling of dendritic struc-
tures, which, in principle, is applicable to weld-
ing. Analytical models, however, are limited to
consideration of isolated dendrite tips. Interac-
tion between diffusion fields of adjacent den-
drites is ignored. Moreover, interdendrite spacing
can be very roughly predicted and with a number
of empirical assumptions that does not allow mak-
ing qualitative predictions of metal dendrite
structure in a situation, when the weld pool con-
tains various nonmetallic inclusions.

Numerical methods of modeling concentration
field propagation around the tip of a dendrite or
cell allow more accurate description of needle
shape, overcooling and concentration as functions
of growth conditions and material properties.

Analytical and numerical models of dendrite
growth do not allow for the possibility of branch-
ing, structure coarsening and microsegregation
in the entire two-phase zone, as they assume com-
plete symmetry and describe only the interface.

Direct modeling methods, such as cell auto-
mation and phase field method, potentially do
not need any limitations, and are capable of simu-
lating the entire structure during solidification.
Their application allows obtaining temperature
or concentration fields ahead of solidification
front, dendrite tip geometry, primary and secon-
dary spacing between dendrite branches, as well
as microsegregations in partially melted zone.
However, as these methods are based on numeri-
cal solutions of the main equations and/or tran-
sition rules, dimensional effect should be studied
and minimized.

Positive result of application of these models
to solve practical problems can be achieved in
the case, when direct modeling methods are based
on the results derived using analytical and nu-
merical models.

The above-said leads to the conclusion that
the most adequate and characteristic results of
dendrite growth modeling, allowing for the in-
fluence of nonmetallic inclusions, can be ex-
pected from cell automation method, which
should be modified to allow for the capabilities
of analytical and numerical models. The advan-
tage of this method, compared to phase field
method, consists in its computational simplicity
and no need for determination of some physical
properties of real materials, such as mobility or
anisotropy.
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